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A Time Trend and Persistence Analysis of Sunflower Oil and Olive 
Oil Prices in the Context of the Russia-Ukraine War
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Abstract: The imbalances between sunflower oil production (Ukraine) and olive oil production (Europe) due to 
the substitution effects caused by the Russian invasion of Ukraine on 24 February 2022 affected the prices. Given 
that Ukraine is the largest producer of global sunflower oil and Europe is the largest territory that produces 
olive oil, this scientific article tries to analyze the global prices of both vegetable oils and understand how the 
war between Russia and Ukraine has affected them. Advanced statistical and econometric methods to carry out 
this analysis have been used. It is found that the prices of both variables separately have similar behavior and 
that the shock caused by the war will be transitory, with the original price trend recovering in the long term 
using fractional integration methods. In a multivariate analysis, using a causality test in the frequency domain 
we observe that both variables are related to each other, and the effects of war will have an impact in the long 
term, with olive oil being the cause. A negative relationship between both variables measured with a wavelet 
analysis is also observed. Furthermore, if this trend continues, the price of olive oil would prevail over the price 
of sunflower in the war between Russia and Ukraine. Finally, a 12-month prediction is presented using artificial 
neural networks, where the price of olive oil will be high for at least 11 more months. The price of sunflower oil is 
predicted to last for only 5 more months.

Keywords: Global olive oil prices; Global sunflower oil prices; Fractional integration; ARFIMA (p,d,q) model; 
FCVAR model; Causality test; Wavelet analysis

1. Introduction

For market participants, prices are essential signals 
because they give information about the efficient al-
location of physical, human, and financial resources. 

The prices are the balance point between supply and 

demand, and agricultural commodities are essential 

for understanding and analyzing their behavior.

After the 2000s, agricultural commodities began to 
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suffer progressive financialization, where speculation 
is integral to their price movements [1–3].

Oilseeds as part of the agri-food sector in the market 
of edible vegetable oils play a crucial role in the global 
economy since they are related to the livelihoods of al-
most 8 billion people [4].

There are a limited number of countries that pro-
duce sunflower oil on a large scale [5]. Two-thirds of 
sunflower production is concentrated in Europe, in-
cluding Ukraine and Russia.

Ukraine and Russia are key players in the global 
supply of several agricultural commodities, among 
which is sunflower oil [6]. With 4.4 million tons pro-
duced, Ukraine leads the world market for sunflower 
oil, followed by Russia with 4.1 million tons. A signifi-
cant amount of the world’s production of sunflower oil 
is produced in these two nations. Ukraine is the larg-
est exporter of sunflower oil, equating to 70% of the 
world’s sunflower exports [7].

Analysis has shown that some events over time have 
caused the price of agricultural commodities to vary: 
(1) structural reforms in the economy in the former 
communist countries in 1990–1995; (2) inflation dur-
ing the period of 1995–1996 due to the weather condi-
tions and labor shortages in agricultural commodities; 
(3) global financial crisis of 2008/2009; (4) in 2011, 
the troubles with the Greek debt crisis; and (5) the 
COVID-19 pandemic in 2020.

On 24 February 2022, Russia launched a full-scale 
invasion of Ukraine that drastically affected human life, 
the economy, and the infrastructure. Due to this devas-
tating event, the Russian Federation suffered sanctions 
from Western countries. Among the sanctions adopted 
was the blockade of the capital markets and limiting 
export capacity [8–11].

Due to the sanctions mentioned above along with 
Ukraine’s inability to export due to Russia’s invasion 
of its main ports, agricultural commodities were sub-
jected to speculative elements. The world market ex-
perienced a shortage in vegetable oils, entering a panic 
buying mode resulting in the same trend in prices, 
of sunflower oil, as well as other vegetable oils such 
as canola oil (36% increase), soya bean oil (41% in-
crease), and palm oil (33% increase) during the same 
period [7].

According to the World Food and Agriculture Organi-
zation (FAO) [12], Russia and Ukraine are considered the 
“breadbasket of the world” because they are leaders 
as suppliers of food commodities. Due to this military 
conflict between both countries, FAO recorded a rise in 
the Food Price Index (FPI) of over 17.1%. This fact has 

direct impacts on food insufficiency, poverty, and malnu-
trition, especially in low-income countries [13].

Furthermore, this conflict between both countries 
comes at a delicate time when the rest of the countries 
around the world are recovering from the effects of the 
COVID-19 pandemic [6,14,15]. In actuality, the prices of ag-
ricultural items increased as a result of the COVID-19 
epidemic [16,17], and they further increased as a result of 
the Russia-Ukraine war [18,19].

The EU is the largest producer of olive oil at the 
global level, and therefore the main competitor of one 
of the most in-demand vegetable oils such as sunflower 
oil. The Mediterranean region has the highest concen-
tration of olive oil production, as reported by Muñoz  
et al. [20] and supported by data from the International 
Olive Council (IOC). Several EU nations, including Spain 
(the top producer, accounting for about 45% of total 
production on average), Greece, Portugal, and Italy, to-
gether account for 65.47% of total olive oil production. 
Also, 26.3% of the overall production is accounted for 
by other southern Mediterranean nations like Algeria, 
Morocco, Tunisia, Syria, and Turkey.

From a demand perspective, the amount of olive 
oil consumed worldwide, and its trajectory are dic-
tated by the level of demand in the European Union 
and the primary producing nations. According to Mili 
and Bouhaddane [21], the use of olive oil in EU member 
states over the years 1990–1991 and 2004–2005 ac-
counted for 72% of global consumption. However, this 
percentage dropped to 58% between 2006–2007 and 
2019–2020 as a result of decreased consumption in 
the three major EU consumer countries—Greece, Italy, 
and Spain—that were affected by the epidemic and 
financial crises. However, in the EU non-producing na-
tions like Germany and the United Kingdom (UK), con-
sumption increased from 11% in 1995–1996 to 26% 
in 2019–2020. This represents a different trajectory.

The United States is another nation where olive oil 
usage has increased significantly. Over the last two 
decades, the nation’s consumption of olive oil has tri-
pled, overtaking Greece, which in 2019–2020 ranked 
third in the world with 330,000 tons of consumption, 
after Spain and Italy.

Menapace et al. [22] state that consumer preferences 
and labels indicating the product’s place of origin can 
influence how olive oil prices fluctuate globally.

According to experts like Kohls Richard et al. [23], Sis-
kos et al. [24], Menozzi [25], and others, the following par-
ticulars of this market could affect how olive oil prices 
behave: the amount of harvested land, the weather, the 
condition of the soil, the climate crisis, value-adding 
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activities, the sustainability of production, the char-
acteristics of organic and place of origin, changes in 
supply and demand, government incentives, exchange 
rates, GDP, etc.

The World Health Organization’s formal proclama-
tion of the coronavirus pandemic was a very relevant 
event that altered the behavior of the global price of 
olive oil and raised serious questions about its magni-
tude and ramifications for the global economy.

The COVID-19 pandemic caused a sharp decline in 
the demand for and sales of olive fruit oil, which had 
an impact on world pricing. Trade disruptions and 
lockdowns in multiple nations contributed to the in-
dustry’s sluggish expansion. In the specific instance of 
the United States, the U.S. Census Bureau reports that 
imports of olive oil fell by 13% in 2020 compared to 
2019. 

On the other side, Italy’s output of olive oil was only 
able to cover around 300,000 tons of demand dur-
ing the period of 2019–2020, falling short of national 
needs. The confinement and restricted consumption 
during this time, the pricing behavior brought on by 
supplies from the major bottling factories, and the be-
havior of the Spanish market were the causes of these 
findings [26].

According to Francesca [26], COVID-19 and its afteref-
fects will have an impact on the olive harvest, which 
will lead to a decline in global production in the Medi-
terranean basin. This will primarily be because of the 
limited agroeconomic processing that will affect crucial 
operations like the inability to prepare the olive trees 
for the upcoming harvest. Due to a lack of procedures, 
the consumer believes that prices have increased as a 
result of the product shortage and the rising global de-
mand for olive oil.

Europe is one of the main importers of sunflower 
oil, with 2.1 million tons imported in 2022, according 
to AgFlowa. The top importers are France (0.1 million 
tons), Italy (0.15 million tons), Spain (0.4 million tons), 
and the Netherlands (0.2 million tons).

On the other hand, the European Union is the largest 
producer of olive oil at the global level, representing 
65.47% of the total production of olive oil on average 
according to the International Olive Council.

In this instance, disparities in the amount produced 
by various food sources—like olive and sunflower 

a https://www.agflow.com/agricultural-markets-news/spain-
leads-sunflower-oil-imports-in-europe/

oils—may be the cause of price fluctuations. Imbalanc-
es between sunflower oil (Ukraine) and olive oil (Eu-
rope) production due to substitution effects caused by 
the Russian invasion of Ukraine on 24 February 2022, 
have influenced prices. Since Ukraine is the world’s 
largest sunflower oil producer and Europe the largest 
olive oil producing territory, this scientific article tries 
to analyze the world prices of both vegetable oils and 
understand how the Russia-Ukraine war has affected 
them.

Therefore, consumers, farmers, and the policies that 
must be implemented to stabilize product prices over 
time can all benefit greatly from understanding how 
olive and sunflower oil prices behave in a cyclical and/
or seasonal context.

The limited literature on univariate and multivariate 
analysis in the behavior of olive oil prices and sunflow-
er oil prices is supplemented in multiple ways by this 
research.

To the best of our knowledge, this study adds sev-
eral things that are not included in the body of current 
literature. Using COVID-19 and the Russia-Ukraine 
war as a structural break, it first uses long memory 
techniques to offer evidence on the statistical features 
(more especially, mean reversion and persistence) of 
the worldwide prices of olive oil and sunflower oil. To 
rule out possible spurious relationships, we have cal-
culated the VAR-based Granger causality test based on 
the time domain and the Breitung and Candelon cau-
sality test based on the frequency domain. Finally, to 
understand the long-term relationship of the time se-
ries and their behavior during the structural changes, 
we use continuous wavelet transform (CWT).

This paper is organized as follows. The data used is 
described in Section 2. The research approaches are 
expounded upon in Section 3. Section 4 discusses the 
findings. Lastly, Section 5 contains the conclusions.

2. Data

The Federal Reserve Bank of St. Louisb provided the 
database that was used in this study. We make use of 
the worldwide prices, expressed in US dollars per met-
ric ton, for sunflower and olive oils.

The monthly frequency analysis spans from January 
1990 to October 2023. The first figure in the dataset is 
displayed in Figure 1. 

b https://fred.stlouisfed.org/series/POLVOILUSDM
https://fred.stlouisfed.org/series/PSUNOUSDM

https://www.agflow.com/agricultural-markets-news/spain-leads-sunflower-oil-imports-in-europe/
https://www.agflow.com/agricultural-markets-news/spain-leads-sunflower-oil-imports-in-europe/
https://fred.stlouisfed.org/series/POLVOILUSDM
https://fred.stlouisfed.org/series/PSUNOUSDM
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Some events over time have caused the price of the 
agricultural commodities here analyzed to vary: (1) 
structural reforms in the economy in the former com-
munist countries in 1990–1995; (2) inflation during 
the period of 1995–1996 due to the weather condi-
tions and labor shortages in agricultural commodities; 
(3) global financial crisis of 2008/2009; (4) in 2011, 
the troubles with the Greek debt crisis; and (5) the 
COVID-19 pandemic in 2019.

On 24 February 2022, Russia launched a full-scale 
invasion of Ukraine that drastically affected human 
life, the economy, and the infrastructure. According to 
Zolotnytska and Kowalczyk [27], this fact means a nega-
tive effect on the markets of vegetable oil prices, pro-
ducing an increase not only in sunflower oil prices but 
in all others, as we can appreciate in Figure 1.

3. Methodology

3.1 Unit Roots

To model variables and comprehend interrelation-
ships, statistics and econometrics, we employ single or 
multi-equation regression models of time series [28].

But it’s crucial to comprehend how these time se-
ries behave before using these kinds of models. To deal 
with the series, one must first determine if the process 
is stationary I(0) when it does not have a unit root or 
non-stationary I(1) when it does [29].

Therefore, we utilize the conventional unit root test 
to ascertain each time series’ integration order. The 
Dickey-Fuller test is the most popular and commonly 
used unit root test [30]. The augmented Dickey-Fuller 
test is created if a non-systematic component in the 

Dickey-Fuller models is autocorrelated [31]. Because of 
their higher power, several different tests have been 
taken into consideration. These include Phillips [32] 
and Phillips and Perron [33], which employed a non-
parametric estimate of the spectral density ut at the 
zero frequency. The methodology for analyzing the de-
terministic trend is based on Kwiatkowski et al [34].

3.2 ARFIMA (p, d, q) Model

We use a more sophisticated method after utilizing 
typical unit root tests to evaluate the integration se-
quence of each time series. The number of differences 
does not always need to be an integer value to achieve 
stationarity I(0); instead, it can be any point on the real 
line, which makes it fractional I(d) [35–39].

Therefore, we differentiate the time series using a 
fractional number to make the time series stationary 
I(0). Because of the lower power under fractional al-
ternatives, this is a more sophisticated approach than 
unit root testing [40–42].

Determining and capturing the persistence of the 
data is another element of the I(d) models. This is the 
situation where observations are strongly linked yet 
separated in time.

The ARFIMA (p, d, q) model is the fractional inte-
grated approach that we employ in this study article. 
The mathematical notation for this model is:

(1 – L)dxt = ut, t = 1, 2,
(1)

The covariance stationary process I(0), which has 
a positive and finite spectral density function at zero 
frequency and a weak form of time dependence, is de-

Figure 1. Global olive oil and sunflower oil price time series.
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noted by the symbol ut in equation (1). The time series 
with an integrated process of order d is denoted by  
(xt ≈ I(d)), where d can be any real number and L is the 
lag-operator (Lxt = xt – 1).

Consequently, we can say that xt is ARMA(p, d, q) if ut 
is ARMA(p, q).

Equation (1) yields the binomial expansion for the 
polynomial (1 – L)d where xt for every real d depends 
on its entire history in addition to a finite number of 
previous observations. Accordingly, a larger value of d 
denotes a stronger degree of correlation between the 
series’ observations.

The value of the parameter d determines which 
cases we can distinguish between. Table 1 presents a 
summary of the various outcomes of d.

Table 1. Interpretation of the Results of d for the 
ARFIMA Model.

Parameter Explanation

d = 0 xt process is short memory.

d ﹥ 0 xt process is long memory.

d ﹤ 0.5 xt is covariance stationary.

d ≥ 0.5 xt is nonstationary.

d ﹤ 1 xt is mean reverting.

d ≥ 1 xt is not mean reverting.

Numerous techniques can be used to measure the 
degree of fractional integration and long-memory [43–49]. 
Nonetheless, we use the Bayesian information criterion 
(BIC) [50] and the Akaike information criterion (AIC) [51] 
to select the best ARFIMA model.

3.3 Breitung-Candelon Test

The causality test proposed by Breitung and Can-
delon [52] contributes to providing an idea about wheth-
er the relationship between both time series is tempo-
rary or permanent [53–55]. Because it interprets Granger 
causality across several frequency domains, this test 
has an advantage over other frequently used causality 
tests. To this end, two-time series—one based on co-
herence and the other on the bivariate spectral-density 
matrix—are categorized according to their spectral as-
sociations. An overall count of immediate forward and 
backward causality mechanisms is then obtained from 
the categorization.

According to Breitung and Candelon [52], the VAR(p) 
model below can be used to specify the interdepend-
ence between two variables, x and y:

xt = α1xt – 1 + αpxt – p + β1yt – 1 + … + βpyt – p + β1t

(2)

The null hypothesis, H0: My  x(W), as tested by 
Geweke [56], matches the null hypothesis of linear re-
striction given as:

R(W)β = 0
(3)

where β denotes the coefficient vector of y. R(W) is 
defined as:

R(W) = cos(w)cos(2w)...cos(pw)
sin(w)sin(2w)...sin(pw)

(4)

The F-statistics for the null hypothesis in equation 
(3) has an approximated distribution of F(2, T – 2P) for 
Fw  (0, π). Furthermore, cointegration is frequently 
used as a framework for examining the frequency-
based Granger causality test. Therefore, Breitung and 
Candelon [52] substitute xt in equation (2) for Δxt. As a 
result, the existence of cointegration between the series 
suggests that the primary long-term causation and zero-
frequency causality share conceptual similarities. How-
ever, if there is no long-term link in the stationary case, 
the evidence of a causal association at a low frequency 
implies that the variable under consideration’s frequen-
cy element can be predicted by a different variable.

3.4 Wavelet Analysis

Time series can be analyzed in the time-frequency 
domain using wavelet technology. Since stationarity is 
not required for this research paper, we will use two 
tools: wavelet coherency and wavelet phase difference. 
Examining the interaction between the time series in 
the frequency and time domains reveals indications 
of possible alterations, which we refer to as structural 
changes. 

Moreover, the signal’s frequency composition con-
ceals the most crucial information. Thus, as far as we are 
aware, the time series can be described as an accumula-
tion of elements that function at various frequencies.

In the end, we can conclude from reviewing the re-
search done by Zhou [57], Podobnik and Stanley [58], Gu 
and Zhou [59], Jiang and Zhou [60], and others that ana-
lyzing the statistical relationships between two mul-
tifractal time series with a standard cross-correlation 
will yield misleading results.

The wavelet coherency graphic, which helps un-
cover information and/or hidden patterns in the time-
frequency domain, illustrates the correlation between 
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time series. The wavelet transform of a time series xt 
obtained by projecting a mother wavelet ψ is defined 
as follows and is represented by WTx(a, τ):

WTx(a, τ) = ∫+∞
–∞x(t) ψ*( a

t – τ)dt

(5)

where the wavelet coefficients of x(t) translate the 
original time series into a function of τ and a to offer 
information on time and frequency. They are repre-
sented by WTx(a, τ). Following Aguiar-Conraria and 
Soares [61], we choose the Morlet wavelet as the mother 
wavelet because it is a complex sine wave enclosed in 
a Gaussian envelope, which enables us to measure the 
synchronism across time series.

Understanding the relationship between two-time 
series is made easier by wavelet coherence. We can de-
fine this term as:

WCOxy = 

(6)

where the parameter SO is used to indicate the 
smoothing operator in terms of time and scale. The 
wavelet coherency is always one for all times and 
scales in the absence of this operator, which makes it 
crucial [62]. We may get the Matlab codes for the CWT 
resolution on the Aguiar-Conraria websitec.

4. Empirical Results

The first analysis that we carry out in this research 
paper is the unit root/stationarity test to analyze the 

c https://sites.google.com/site/aguiarconraria/joanasoares-
wavelets

behavior of global olive and sunflower oil prices from 
January 1990 to August 2023 and the subsamples cor-
responding to before and after COVID-19. To do this 
analysis, the augmented Dickey-Fuller (ADF) test, the 
Phillips Perron (PP) test and the Kwiatkowski-Phillips-
Schmidt-Shin (KPSS) test are performed.

Table 2 displays the results obtained through the 
unit roots mentioned before. It is found that all original 
time series, as well as those studied before and fol-
lowing the COVID-19 periods, are nonstationary I(1). 
After analyzing the first differences, we find that all of 
the series are stationary I(0). Given that the aforemen-
tioned approaches only take into account integer de-
grees of differentiation—that is, 0 for stationary series 
and 1 for nonstationary ones—this is to be expected. 
Thus, in the following, we allow fractional differentia-
tion throughout the previously mentioned ARFIMA 
technique, thereby providing additional flexibility in 
the dynamic definition of the model.

Fractionally integrated methods and ARFIMA (p, d, 
q) models are also used to analyze the persistence of 
the worldwide prices of olive and sunflower oil and 
their behavior before and after COVID-19, because the 
unit root methods under fractional alternatives have 
lower power.

The models’ proper AR and MA orders are chosen 
using the Akaike information criterion (AIC) [51] and 
the Bayesian information criterion (BIC) [50]. Since the 
AIC and BIC might not be the ideal criteria for applica-
tions requiring fractional models, care should be taken 
in this case [39,63].

Using Sowell’s maximum likelihood estimator [46] of 
different ARFIMA (p, d, q) specifications with all com-
binations of p, q≤ 2, Table 3 shows the estimates of the 
fractional differencing parameter d as well as the AR 
and MA terms for each time series. 

Table 2. Unit Root Tests.

ADF PP KPSS

(i) (ii) (iii) (ii) (iii) (ii) (iii)

Original Data

Global Olive Oil Prices 0.635 –1.0902 –1.3535 –0.5412 –0.8234 0.4265* 0.1608

Global Sunflower Oil Prices –1.1684 –3.2546* –4.3702* –2.8659 –3.7806* 3.5041 0.2313

Before the Russia-Ukraine War

Global Olive Oil Prices –0.4974 –3.1201 –3.1189 –2.8287 e–2.8247 0.236* 0.2082

Global Sunflower Oil Prices –0.6962 –2.8256 –4.0346* –2.4334 –3.5166* 3.2376 0.3034

After the Russia-Ukraine War

Global Olive Oil Prices –1.1541 –0.1588 –2.69 –0.7607 –1.7924 0.7205 0.1755

Global Sunflower Oil Prices –3.0096* –2.2938 –2.1683 –0.7904 –3.7659* 0.6876 0.1017*

https://sites.google.com/site/aguiarconraria/joanasoares-wavelets
https://sites.google.com/site/aguiarconraria/joanasoares-wavelets
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It can be observed from Table 3 that the estimates 
obtained focusing on the original time series of global 
olive and sunflower oil prices are higher than 1 d ﹥ 1 
in both cases. We observe a high degree of persistence 
with all values in the confidence bands in the interval 
and showing nonstationary I(1) behavior. Before the 
pandemic episode, both variables behaved similarly. 

Focusing on “after the Russia-Ukraine war”, we ob-
serve that the prices related to sunflower oil recovered 
before (d = 0.90) the olive oil prices (d = 0.86). So, the 
value of d of both time series is below 1. Therefore, the 
values support mean reversion behavior which implies 
transitory shocks and thus, in the event of an exog-
enous shock like the Russia and Ukraine war, the series 

will return to its original trend in the future.
Due to the lack of data since the Russia-Ukraine con-

flict began, and according to the confidence interval, 
the I(1) hypothesis cannot be rejected in both cases 
where the shock is expected to be permanent, causing 
a change in trend, which will need extraordinary meas-
ures to return to its original trend.

Once the statistical properties of each time series 
have been studied, frequency domain methods based 
on Breitung and Candelon [52] will be used to measure 
the causal effects of global olive oil and sunflower oil 
prices in the long, medium, and short term. The results 
are displayed in Table 4.

Table 3. Results of Long Memory Tests.

Data Analyzed Sample Size (days) Model Selected d Std. Error Interval I(d)

Original Time Series

Global Olive Oil Prices 406 ARFIMA (2, d, 2) 1.07 0.087 [0.93, 1.21] I(1)

Global Sunflower Oil Prices 406 ARFIMA (0, d, 0) 1.28 0.052 [1.20, 1.37] I(1)

Before the Russia-Ukraine War

Global Olive Oil Prices 385 ARFIMA (0, d, 0) 1.07 0.047 [1.00, 1.15] I(1)

Global Sunflower Oil Prices 385 ARFIMA (0, d, 0) 1.31 0.052 [1.22, 1.40] I(1)

After the Russia-Ukraine War

Global Olive Oil Prices 21 ARFIMA (2, d, 1) 0.86 0.413 [0.18, 1.54] I(1)

Global Sunflower Oil Prices 21 ARFIMA (0, d, 0) 0.90 0.513 [0.06, 1.75] I(1)

Table 4. Breitung and Candelon Frequency Domain Causality Test Results.

Hypothesis
Long Term
ω = 0.05

Medium Term
ω = 1.5

Short Term
ω = 2.5

Original Time Series

d_Olive oil prices d_Sunflower oil prices 
1.10
(0.58)

5.91
(0.052)

6.67*
(0.035)

After the Russia-Ukraine War Period

d_Olive oil prices d_Sunflower oil prices 
8.93*
(0.0115)

2.07
(0.36)

0.29
(0.87)

Note: * shows that there is a significant causality relationship at the 5% significance level. The values in the brackets are the probability 
values of the F-statistics calculated for the relevant ω values.

We find different results using the frequency do-
main causality test for the full-time series and the 
period corresponding to the war between Russia and 
Ukraine.

The first result we found is that in both cases, the 
global olive oil prices cause effects on the global sun-
flower oil prices, and not the other way around. On the 
other hand, focusing on the results of the Wald test 
statistics and the p-values (in brackets) that are in Ta-
ble 4, an interesting result will be observed if the focus 
is put on the war period. Corresponding to the period 

“after the Russia-Ukraine war”, the frequency domain 
causality test reveals a long-term impact of the global 
olive oil prices on the global sunflower oil prices. As 
we know, two-thirds of the production of sunflower 
oil is concentrated in Europe, Ukraine, Russia, and the 
Trakya region of Turkey. Also, some European coun-
tries lead the global consumption of sunflower oil. The 
war in Ukraine has pushed prices to historically high 
levels. This commodity has been most directly affected 
with an increase of more than 40% since the day of 
the invasion due to the supply. Due to scarcity, the con-
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sumer has been forced to look for a substitute for this 
type of oil, such as olive oil. The global consumption 
of olive oil and its evolution is determined by demand 
levels in the European Union and their main producing 
countries [21]. If the adoption of olive oil at the expense 
of sunflower oil is imposed in the diet of consumers, 
given the geopolitical circumstances, this may have an 

impact on the price in the long term.
Finally, multivariate analysis based on the time-fre-

quency domain is used to understand the correlation 
that exists between both variables, considering the 
Russia and Ukraine war period. Also, with this meth-
odology, structural changes in the whole sample can be 
detected.

Figure 2. Wavelet coherency and phase difference analysis. (a) Olive oil prices vs Sunflower oil prices; (b) 0.5~12 
frequency band; (c) 12.5~31 frequency band.

From Figure 2, we can get several results. Wavelet 
coherency is represented in Figure 2a and tells us 
when and at which frequencies the interrelations be-
tween time series occur and when they are the strong-
est, identifying the main regions with statistically 
significant coherency. Although we find a relationship 
in Figure 2a between both variables in the very short 
term corresponding to 0.5 to 3 months during the pe-
riod analyzed, the regions of high coherence are the 
medium and low frequencies (in the frequency band 
from 4 to 31 business months) that correspond to the 
medium and long-term, respectively. The two main re-
gions of high coherency (correlation) are (1) from late 
1993 to the beginning of the 2000s; and (2) from the 
beginning of 2009 to 2019.

It is visible in Figure 2a that the period of high co-
herence that begins in 2009 at frequency 23, increases 
in frequency as time passes until reaching frequencies 
between 5 and 8 business months. It is also visible that 
this high correlation is maintained until the last data 
in the series. But, since 2019 periods of high coher-
ence (relationship between variables) cannot be taken 
into account, as they are outside the cone of influence 
due to lack of data and are not statistically significant. 
Therefore, the behavior of both variables cannot be de-
termined.

Once the regions that correspond to the high coher-
ency (from late 1993 to the beginning of the 2000s 
and from the beginning of 2009 to 2019) have been 

identified, we note that the phase difference in Figure 
2b shows that both series together have a negative re-
lationship [0, 2

–π
], that is, the increase in global olive oil 

prices causes global sunflower oil prices to decrease. 
Although there is no statistical significance due to 

the lack of data, after 2019 a high relationship (high 
consistency) between the two variables is apparent. 
This highlights the price dependence between the two 
vegetable commodities. This behavior is in line with 
that published by the reference [64], which argues that 
in the case of vegetable oils, sunflower oil exports ex-
perienced the most immediate worldwide problems 
following the Russian invasion of Ukrainian territory. 
Roughly half of the sunflower oil that would have been 
exported was stopped from leaving the nation due to 
port closures. Vegetable oil costs increased as a result, 
typically by about 30%.

Finally, advanced machine learning-based computa-
tional intelligence techniques are used to understand 
the behavior and evolution of the global prices of olive 
and sunflower oil in the future, given the high persis-
tence of the time series and the degree of integration 
determined by the fractional integration model.

We have predicted the time series using the multilay-
er perceptron (MLP) neural network for this purpose 
(see Figure 3). The reason is that to obtain the results, 
the underlying model—a non-parametric model—is 
necessary. It also has intriguing characteristics, such as 
non-linearity. The back-propagation rule, which under-
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pins the MLP neural network technique, allows errors 
to spread across the network and enables the modifica-
tion of the hidden processing components. Because of 
its extreme interconnectedness, every component in 
one layer feeds every other layer’s component. Error 
corrective learning is used to train it [65–67].

Previously, given that each of the time series pre-
sented a non-stationary behavior, both have been 
differentiated for the prediction calculation. The fore-
casting accuracy using the ANN model is measured by 
mean square error (MSE) in both cases.

In the case of global olive oil prices, our 12-month 
prediction is expected to be $9,466.74 per metric ton. 
The maximum price will be reached after 11 months, 
with a predicted price of $11,130.30 per metric ton. 
This calculation presents an MSE of 0.3224.

For global sunflower oil prices, our 12-month forecast 
is expected to be $1084.74 per metric ton. The maximum 
price will be reached after 5 months, with a predicted 
price of $1449.29 per metric ton. Since then, it is expect-
ed that there will be a reversion of the price towards the 
mean. This calculation presents an MSE of 0.174.

(a) (b)

Figure 3. Forecast based on artificial neural networks. (a) Forecast of global olive oil in the next 12 months; (b) 
Forecast of global sunflower oil in the next 12 months.

5. Conclusions

On 24 February 2022, Russia launched a full-scale 
invasion of Ukraine. Due to this devastating event, the 
Russian Federation suffered sanctions from Western 
countries. Among these sanctions was limiting export 
capacity [9,10]. Due to the sanctions mentioned above 
along with Ukraine’s inability to export due to Russia’s 
invasion of its main ports, agricultural commodities 
were subjected to speculative elements. The world 
market experienced a shortage in vegetable oils as a 
result of entering the panic buying mode, causing the 
price of sunflower oil, as well as other vegetable oils 
such as canola oil (36% increase), soya bean oil (41% 
increase), and palm oil (33% increase), to follow the 
same trend in prices during the same period [7].

One of the main industries of Ukraine is sunflower 
oil production, with 56% of the total market share. 
On the other hand, Europe is one of its main markets 
since it is one of the largest importers of sunflower 
oil with 2.1 million tons in 2022. Also, the European 
Union is the largest producer of olive oil at the global 

level, representing 65.47% of the total production of 
olive oil on average. In this context, an imbalance in the 
production levels of these food sources, such as olive 
and sunflower oils, can produce differences in global 
prices. Therefore, understanding the behavior of olive 
oil and sunflower oil prices in a cyclical and/or sea-
sonal context can be of great help to farmers and their 
incomes, consumers, and the policies that need to be 
implemented to stabilize product prices over the years.

There is scarce literature that analyzes the trends 
and persistence of global olive oil prices and global 
sunflower oil prices in the context of the Russia-
Ukraine war. For this reason, this research paper is the 
first study that analyzes the statistical properties of 
these time series from January 1990 to October 2023, 
using several techniques based on fractional integra-
tion, causality tests in the frequency domain, wavelet 
analysis, and machine learning.

First, a univariate methodology based on fractional 
integration is used to analyze the trend and persis-
tence of each time series. Putting the focus on the pe-
riod after the Russia-Ukraine war, we observe that the 
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prices related to sunflower oil recovered before the 
olive oil prices. The results of d support the hypothesis 
of mean reversion behavior which implies transitory 
shocks and thus, in the event of an exogenous shock, 
like the Russia and Ukraine war, the series will return 
to its original trend in the future.

Then, a methodology based on the frequency do-
main is used to measure the causal effects of global 
olive oil and sunflower oil prices in the long, medium, 
and short term. The first result we found is that in 
both cases, the global olive oil prices cause effects on 
the global sunflower oil prices, and not the other way 
around. The frequency domain causality test reveals 
a long-term impact of the global olive oil prices on the 
global sunflower oil prices in the period corresponding 
to “after the Russia-Ukraine war”.

After that, a correlation analysis is carried out in the 
frequency domain based on wavelet continuous trans-
form. We observe that the relationship between both 
variables is negative during the periods from late 1993 
to the beginning of the 2000s and from the beginning 
of 2009 to 2019. Due to insufficient data, there is no 
statistical significance. However, after 2019, there is 
clear evidence of a strong correlation (high consist-
ency) between the two variables. This demonstrates 
how the two vegetable commodities’ prices are cor-
related. This conduct is consistent with the findings of 
the reference [64], which contends that, in the context 
of vegetable oils, exports of sunflower oil encountered 
the most acute global issues after Russia’s invasion of 
Ukrainian territory. Port closures prevented around 
half of the sunflower oil that was scheduled for export 
from ever leaving the country. As a result, the price of 
vegetable oil rose, usually by around 30%.

Finally, to add further accuracy and rigor to this study, 
advanced computational intelligence techniques based 
on machine learning have also been used to forecast the 
price of each time series. A machine learning technique 
based on the multilayer perceptron (MLP) neural net-
work has been used to verify the previous results. Our 
12-month prediction suggests that the price of olive oil 
will be high for at least 11 more months.

Finally, a 12-month prediction is presented using 
artificial neural networks, where the price of olive oil 
will be high for at least 11 more months. On the other 
hand, the price of sunflower oil is predicted to be high 
for only 5 more months.

This research paper and the results presented here 
are intended to open new lines of research. By using 
data and methodologies based on time series analysis, 
some lines to be developed in the context of the Russia-

Ukraine war would be to analyze the policy implica-
tions by analyzing agricultural policies, food security, 
international relations, and consumer welfare.

This study aims to have a broad and diverse audience, 
such as governments and international organizations, 
agricultural producers, consumers, researchers, financial 
and economic analysts, etc., with interests in agriculture, 
international trade, food security, and geopolitics.
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